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CHAPTER 4 
COMMUNICATION TECHNOLOGY 

 
4-1. General communications 
 
Communication networks may be used in SCADA systems to pass data between field devices and PLCs, 
between different PLCs, or between PLCs and personal computers used for operator interface, data proc-
essing and storage, or management information.  Although a communications circuit can involve only two 
pieces of equipment with a circuit between them, the term network typically refers to connecting many 
devices together to permit sharing of data between devices over a single (or redundant) circuits.  Data is 
transmitted over a network using serial communication, in which words of data called bytes consisting of 
individual logical zeros and ones (bits) are transmitted sequentially from one device to another.  The col-
lection of data in a single transmission is often called a packet.  The rate at which data can be transmitted 
over a network is defined in bits-per-second or bps, but typically expressed in thousands (Kbps) or mil-
lions (Mbps).   
 

a. In large SCADA systems, there is usually a communications network of some type connecting the 
individual PLCs to the operator interface equipment at the central control room.  There may also be net-
works used at lower levels in the control system architecture, for communications between different PLCs 
in the same subsystem or facility, as well as for communications between field devices and individual 
PLCs.  Figure 4-1 shows the various levels of network communications in a typical large SCADA system.   
 

 
 

Figure 4-1.  Typical SCADA network levels 
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b. Although not widely applied to SCADA systems, two terms that are commonly used with respect to 

management information systems communication are local area network (LAN) and wide area network 
(WAN).  A LAN consists of all of the devices, typically PCs and servers within a particular facility or site.  
A WAN is created by providing a connection between LANs, typically over a long geographic distance 
using telecommunications facilities.  Large SCADA systems may be required to interface to LANs or 
WANs to provide data transfer to management information systems or to permit internet access to 
SCADA system data. 
 
4-2. Physical media 
 
All communications networks utilize one of two media to transmit data signals between devices: Electri-
cal conductors such as copper wire or optical conductors such as fiber optic cable (wireless communica-
tion via radio or microwave radiation does not require an intervening medium).  The point on a device at 
which the circuit is connected is referred to as a communications port; the physical and electrical charac-
teristics of the communications port must match the media to be used for the network. 
 

a. Copper media will support either point-to-point or tapped network configurations.  Copper-based 
networks may be used between devices and PLCs or between PLCs, but should not be installed over long 
distances, or across a facility boundary.  All copper network cables should be of shielded construction.  
For copper-based networks, three basic types of copper conductors are used. 
 

(1) Shielded twisted pair (STP), in which individual pairs of insulated conductors are twisted to-
gether to reduce inductively coupled interference and covered with a continuous metallic foil shield to 
reduce capacitive coupled interference.  Individual pairs or multiple pairs are then assembled into a cable 
within an overall jacket that provides environmental protection. 
 

(2) Unshielded twisted pair (UTP), have individual pairs of insulated conductors that are twisted 
together to reduce inductively coupled interference.  Individual pairs or multiple pairs are then assembled 
into a cable with an overall jacket to provide environmental protection. 
 

(3) Coaxial cable (COAX) has a single conductor that is surrounded by an annular layer of dielec-
tric material that is then covered with a metallic braided shield and then an overall jacket.  Configurations 
are available with multiple coaxial cables within a common overall jacket; these are often referred to as 
twin-ax (2 cables) or tri-ax (3 cables).  Coaxial cable construction is inherently shielded. 
 

b. In fiber-based networks, optical fibers transmit data in the form of pulses of light, which are pro-
duced by a light emitting diode (LED) or laser transmitter and detected by a photodiode or phototransistor 
receiver at the other end of the fiber.  In addition to these photoelectric components, fiber optic transceiv-
ers contain the circuitry required to convert electronic data into pulses of light and the reverse.  Each opti-
cal fiber consists of a glass fiber core with another layer of glass over the core called cladding.  The core 
and cladding have different indexes of refraction, causing light waves that enter the core to be continu-
ously reflected from the interface and not dispersed outside the core.  Cable sizes are typically defined by 
the outside diameters of the core and cladding in microns, such as 62.5/125.  Optical fiber is available in 
two types: 
 

(1) Single Mode Fiber, consisting of a single core strand having a single transmission path, pro-
vides very high data transmission rates over long distances, but is costly.  This type of cable is used for 
long-distance telecommunications and video application.   
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(2) Multi-Mode Fiber, consisting of multiple core strands, provides multiple signal paths which re-
sult in some distortion of the signal and is therefore restricted to shorter lengths, but is more economical.  
This is the type of cable commonly used in SCADA system and data processing networks.    
 

c. SCADA networks operating between facilities on large sites, over long distances, or outside of the 
facility HEMP shield should be fiber-based.  Fiber-based networks have some significant advantages for 
SCADA application, including the following. 
 

(1) They provide very high signal quality. 
 

(2) As no electric voltage or current is used, they are completely free of RFI and EMI interference. 
 

(3) When used over long distances or between buildings they eliminate problems with ground po-
tential differences, ground loops, and transient voltages. 
 

(4) They provide enhanced security since point-to-point communications cannot be tapped or daisy 
chained. 
 
4-3. Media standards 
 
Industry standards for communications media define both the physical and electrical (or optical) charac-
teristics of both the conductors and the connectors used to mate them to communications ports.  Some 
common network conductor physical standards and their characteristics are listed in table 4-1. 
 

Table 4-1.  Common network communication media 
 

Standard 
Designation 

Conductor 
Type 

Connection Transmission 
Speed 

Maxi-
mum Dis-

tance 

Typical Application 

RS-232 Copper M/C 
with 9-pin  
connectors 

Point-to-
Point 

265 kbps 15 m Laptop computer to PLC 

RS-485 Copper UTP 
or STP 

Multi-drop 10 Mbps 1000m PLC to field devices 

CAT 5 Copper UTP 
or STP 

Multi-drop 100 Mbps Depends 
on Proto-
col 

PLC to PLC 

RG6 Copper 
Coax 

Multi-Drop 5Mbps 1000m PLC to PLC, Video 

 Single-Mode 
Fiber 

Point-to-
Point 

>1Gbps 50 kM Long-distance telecommu-
nications (No typical 
SCADA application) 

 Multi-Mode 
Fiber 

Point-to-
Point 

>1 Gbps 1000m PLC to Control Room and 
PLC to PLC 

 
 
4-4. Communication protocols 
 
Communication protocols define the “rules” by which devices on a network are able to communicate. 
They define the structure of data packets that are transmitted on the network as well as other necessary 
information such as how individual devices are uniquely addressed, what signals the beginning and end of 
a data message, and how each message is checked for transmission errors by the receiving device.  A par-
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ticular communication protocol may be implemented using more than one type of physical media.  For 
example, Ethernet may operate on UTP, coaxial cable or fiber, but the data structure is the same on any of 
these media.  The protocol used may impose limitations on the media such as maximum data transmission 
rate (Mbps) or maximum circuit length between devices. 
 

a. Protocols may be either proprietary or open.  Proprietary protocols are those developed by vendors 
for use with their own systems and for which application information is not made publicly available for 
use by other vendors.  Open protocols are those for which all application information is in the public do-
main, permitting any vendor to develop devices and software that can use the protocol.  Most of the open 
protocols used today originated with specific vendors.  However, they have been made accessible by 
those vendors to increase the number of devices that are compatible with their systems, making them 
more marketable.  Table 4-2 shows common open network communication protocols. 
 

b. SCADA systems for C4ISR facilities should use open protocols for a number of reasons: 
 

(1) There is substantial published data regarding their reliability and performance characteristics. 
 

(2) Technical support is available from multiple sources. 
 

(3) There are larger numbers of competing compatible devices to select from. 
 

(4) Systems may be modified or expanded without requiring sole-source proprietary contracts. 
 

Table 4-2.  Common open network communication protocols 
 

Protocol Level Common Applications 
ModBus Device Manufacturing, Electric Utility 
Profibus Device Process Industry 
DeviceNet Device Manufacturing 
DNP 3.0 Device Electric Utility SCADA  
BACNet Control HVAC Control, Building Automation 
ControlNet Control Manufacturing 
ARCNet Supervisory Office Automation, Gaming 
Ethernet/IP Supervisory Office Automation, Internet 

 
 
4-5. Network topologies 
 
Commonly used network topologies include star, ring and tapped configurations.  A logical network is 
defined as a group of interconnected devices that are communicating together with the same protocol.  
Different logical networks may be interconnected by using protocol converters or translators. 
 
 
 
 
 
 
 
 



TM 5-601 
 
 

4-5 

a. In a star topology, each device on the network is connected to a central hub by a single communica-
tions circuit, as shown in figure 4-2.  The hub performs the function of passing messages between de-
vices.  Types of devices that may serve as the hub of a star network include repeaters, switches and 
routers.  The most common example of this topology is the Ethernet LAN used to interconnect all of the 
personal computers within an office environment.  In this case, a dedicated cable is routed from the 
Ethernet port on each PC back to a switch or router somewhere in the office building.  In a star network, 
loss of a single communication circuit affects only the single device at the end of that circuit, although 
loss of a hub device obviously affects the entire network.  The star network has the highest installation 
cost per device. 
 
 

 
 

Figure 4-2.  Star network topology 
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b. In a ring topology, two communication ports are provided on each device and the network circuit 
makes a loop through all of the devices, with an open point, as shown in figure 4-3.  Two-way communi-
cation allows messages to pass in either direction along the network.  Messages must be passed through 
the communication ports of each device on the network, making it vulnerable to a break if a single device 
fails or is removed.  If a means is provided to bridge the open point on failure of a particular device or 
circuit segment, this configuration can have high reliability at relatively low cost.  
 

 
Figure 4-3.  Ring network topology 
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c. In a tapped (or multi-drop) network the communications circuit is tapped to be connected to each 
device so that the communication ports of the various devices are effectively electrically in parallel.  
Tapped connections are applicable only to copper-based media; fiber optic circuits are limited to point-to-
point operation.  The configuration in figure 4-4 typically represents the lowest installed cost per device.  
This configuration is commonly used for field device communications; a common example is a fire detec-
tion system with addressable devices, in which a UTP network is T-tapped at each device. 
 
 

 
Figure 4-4.  Tapped network topology 

 
4-6. Network redundancy   
 
The need for network redundancy in a SCADA system is dependent on the robustness and vulnerabilities 
of the type of network used as well as the criticality of the control or reporting functions that rely on the 
network.  In a system where the network serves only to pass management information reporting or trend-
ing of data to a central location, and all automatic control and operator interface functions are fully pre-
sent with the network out of service, a non-redundant configuration is acceptable.  If a network serves 
only a single redundant component of a system, such as the point-to-point communication circuit between 
a generator PLC located in the control room and the local engine control panel, network redundancy is 
also not required.  Any network, however, that is required for system operation, or whose failure could 
affect multiple redundant sub-systems or components, must be redundant.  For example, a communica-
tions network used to pass information (such as generator start signals) between all of the generator PLCs 
and the system master PLC must provide redundancy. 
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a. In a either a star or a tapped network, redundancy requires complete duplication of the network, in-
cluding communication ports at each device, communication circuits, and the hub equipment.  Figure 4-5 
presents an example of a fully redundant network configuration.  In this configuration, one network 
serves as the primary with all devices using it for communication.  If any (or all devices) sense loss of 
communications with the primary network, they automatically transfer to the backup network.  This pro-
vides protection both against loss of the entire primary network and loss of an individual device connec-
tion.  A bridge is required between the two networks to allow a device that has transferred to the backup 
network to communicate to those remaining on the primary network.  An advantage of this configuration 
is that each device requires only a single address, as it only communicates with one network at a time.   
  

 
Figure 4-5.  Fully redundant network  
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b. The reliability of a ring network can be increased by providing an automatic switching device at  
the open point.  The switching device periodically polls the other devices on the network and detects an 
open point due to device or communication circuit failure by the lack of response from particular devices.  
The switch is then automatically closed, restoring communications between all devices.  This is referred 
to as a “self-healing” ring as shown in figure 4-6.  This provides a network that is more reliable than any 
of the non-redundant configurations, at less cost than a fully redundant configuration, and may be accept-
able for facilities with lower RAM criteria. 

 
Figure 4-6.  Self-healing ring network 

 
4-7. Network speed   
 
The speed at which information can be transmitted on a communications network depends upon the pro-
tocol, the physical media, the number of devices on the network and the level of message traffic.  Tradi-
tionally, the networks associated with SCADA systems have provided adequate speed for alarm and 
status reporting and operator control, but were not fast enough for critical functions like protective relay 
tripping or under frequency load shedding.  Advances in electrical utility substation automation have led 
to testing and qualification of some network systems to speeds adequate for protective relay trip functions 
(4 milliseconds) under specified traffic levels.  However, before considering a SCADA system that relies 
upon the network for critical control and protection functions, the user must verify that the hardware and 
software to be used has been tested and demonstrated the required speed under worst-case traffic condi-
tions. 




